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MULTI-EXPOSURE VIDEO

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of and claims benefit of
priority under 35 U.S.C. §120 to U.S. patent application Ser.
No. 13/215,002, filed Aug. 22, 2011, entitled “HIGH-DY-
NAMIC RANGE VIDEO”, and claims benefit of priority
from U.S. Provisional Application Nos. 61/376,172, filed
Aug. 23, 2010, and 61/473,711, filed Apr. 8, 2011. The dis-
closures of each of the foregoing applications are incorpo-
rated in their entirety by reference herein.

BACKGROUND

The disclosure herein relates to devices for creating
improved dynamic range images, such as from images of still
or moving scenes detected with a digital camera.

The dynamic range of a digital image can be characterized
as the ratio in intensity between the brightest and the darkest
measured values in the image. Thus, an image having a wide
dynamic range represents more accurately the wide range of
intensity levels found in real scenes.

SUMMARY

Conventional digital cameras and techniques typically pro-
duce relatively low dynamic range images and provide lim-
ited flexibility in controlling dynamic range. Dynamic range
can be limited by factors including the level of brightness
detectable by each sensor element (e.g., the bit-width of each
pixel) and the level of exposure. For example, a captured
image may accurately represent the intensity of relatively
dark regions of the scene, but not relatively bright regions of
the same scene, or vice versa.

Different techniques can be used to enhance the dynamic
range of images. However, particularly for moving images,
existing techniques are generally overly complex, provide
sub-optimal image quality, or allow limited creative flexibil-
ity. For example, some techniques produce relatively large,
un-controlled motion artifacts (e.g., blurring or flickering).
For these and other reasons, certain cameras and systems
described herein produce enhanced dynamic range images
also having controlled or reduced motion artifacts. Moreover,
according to some aspects, the system provides an interface
allowing users to tune the dynamic range and/or motion arti-
facts to achieve a desired cinematic effect.

According to certain aspects, a method is provided of
obtaining image data using a digital imaging sensor compris-
ing a picture element array of rows and columns. The method
can include using a plurality of picture elements in the picture
element array to capture light corresponding to a first image at
a first exposure level and using the plurality of picture ele-
ments in the picture element array to capture light corre-
sponding to a second image at a second exposure level dif-
ferent than the first exposure level. The method can further
include converting the light captured by the plurality of pic-
ture elements for the first image to digital measurements and
converting the light captured by the plurality of picture ele-
ments for the second image to digital measurements. In some
embodiments, the step of using the plurality of picture ele-
ments in the picture element array to capture light corre-
sponding to the second image at the second exposure level
begins prior to the completion of the step of converting the
light captured by the plurality of picture elements for the first
image to digital measurements. Moreover, in certain embodi-
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ments, the step of converting the light captured by the plural-
ity of picture elements for the first image to digital measure-
ments substantially completes prior to the beginning of the
step of converting light captured by the plurality of picture
elements for the second image to digital measurements.

According to additional aspects, an imaging system is pro-
vided, comprising a plurality of picture elements arranged in
an array. The imaging system can further comprise control
circuitry configured to capture light corresponding to a first
image at a first exposure level with the plurality of picture
elements in the picture element array and capture light cor-
responding to a second image at a second exposure level
different than the first exposure level with the plurality of
picture elements in the picture element array. The control
circuitry can further be configured to convert the light cap-
tured by the plurality of picture elements for the first image to
digital measurements and convert light captured by the plu-
rality of picture elements for the second image to digital
measurements. According to some embodiments, the control
circuitry begins the capturing of the light corresponding to the
second image at the second exposure level prior to the
completion of the converting of the light captured for the first
image to digital measurements. The control circuitry may
additionally substantially complete the converting of the light
for the first image to digital measurements prior to the begin-
ning of the converting of the light for the second image to
digital measurements.

According to further aspects, a method is provided of pro-
cessing image data. The method can include receiving first
image data corresponding to a plurality of picture elements in
apicture element array used to capture light corresponding to
a first image at a first exposure level. The method may further
include receiving second image data corresponding to the
plurality of picture elements in the picture element array used
to capture light corresponding to a second image at a second
exposure level. The method can additionally include selec-
tively combining the first image data and the second image
data to create combined image data corresponding to a com-
bined image having a wider dynamic range than either of the
first image or the second image. In some cases, the using the
plurality of picture elements in the picture element array to
capture light corresponding to the second image at the second
exposure level began prior to the completion of converting the
light captured by the plurality of picture elements for the first
image to digital measurements. Moreover, the converting the
light captured by the plurality of picture elements for the first
image to digital measurements substantially completed prior
to the beginning of the step of converting light captured by the
plurality of picture elements for the second image to digital
measurements.

In yet further embodiments, a method is provided of
obtaining image data using a digital imaging sensor. The
method can include capturing a first image with the sensor at
a first exposure level and capturing a second image with the
sensor at a second exposure level different from the first
exposure level. The method may additionally include output-
ting the first image and outputting the second image. The
capturing of the first image in some cases begins before said
capturing of the second image begins. Additionally, the cap-
turing of the first image and said capturing of the second
image overlap in time in some cases. Further, the outputting
of'the first image and said outputting of the second image do
not overlap in time in some embodiments.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram illustrating an example imaging
system according to embodiments described herein.
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FIG. 2 is a block diagram illustrating an example sensor
architecture capable of generating multiple, closely-timed
exposures according to some embodiments.

FIGS. 3A-3D are timing diagrams showing operation of
example sensors recording multiple, closely-timed exposures
for multiple frames of recorded video in accordance with
certain embodiments.

FIG. 3E is a timing diagram showing operation of a sensor
operating without recording closely-timed exposures.

FIGS. 4A-4C are timing diagrams showing operation of
embodiments of sensors recording closely-timed exposures
for several rows of an image sensor.

FIG. 5 is a block diagram illustrating an example process
for blending tracks of closely timed exposures having difter-
ent exposure levels in accordance with some embodiments.

FIGS. 6A-6B illustrate example operations for blending
tracks of closely-timed exposures having different exposure
levels in accordance with certain embodiments.

FIG. 7 illustrates another example process for blending
tracks having different exposure levels in accordance with
some embodiments.

FIG. 8 illustrates an embodiment of a process for blending
tracks of closely-timed exposures having different levels of
exposure to control motion artifacts.

DETAILED DESCRIPTION

According to certain aspects, a camera system is provided
having a sensor capable of sequentially capturing and output-
ting first and second image(s) having different exposure lev-
els. Moreover, the system begins capturing the first and sec-
ond (or more) images within a single frame period, providing
controllable or reduced motion artifacts, among other advan-
tages.

For instance, the first and second images are closely timed
with respect to one another. Moreover, while there can be
some separation in time between when the system captures
pixels for the first image and captures corresponding pixels
for the second image, the first and second images may none-
theless be referred to as or “conjoined” with one another in
time because the separation does not result in visually signifi-
cant artifacts when the images are combined. To achieve this
effect, the exposure times for at least some portions of the first
and second images overlap with one another, in some con-
figurations. When recording video images, some sensors dis-
closed herein output at least first and second closely-timed (or
“conjoined”) image streams (also referred to herein as
“tracks”). According to additional aspects, systems and meth-
ods described herein process the first and second image
streams (e.g., in-camera or during post-processing) to create
a combined output stream.

For example, for each video frame, the imaging system
captures individual exposures in a second (e.g., relatively
high exposure) track very soon after the capturing corre-
sponding exposures in the first (e.g., relatively low exposure)
track. In this manner, certain techniques described herein
reduce or remove the potential for visual separation between
objects in an image track having a first exposure level as
compared to the same objects in an image track(s) having a
different exposure level. Undesirable levels of visual separa-
tion between objects could otherwise arise between the
objects in the first image and corresponding objects in the
second image, due either to movement of objects in scene or
of the camera, for example.

Moreover, the system acquires the individual images from
the sensor relatively quickly. Where the system incorporates
a rolling shutter, for example, the period of delay from
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between beginning exposure for the first rows of the sensor
for a particular image and beginning the exposure for the last
rows of the sensor for the image is relatively short. Similarly,
the period of delay from between reading out the first rows for
an image to reading out the last rows of the sensor for the
image is also relatively short. In this manner, the system limits
the amount of motion artifact (e.g., wobble, skew, smear)
introduced by the rolling shutter. This is in contrast to con-
figurations where the amount of time it takes to capture and
read out an entire exposure consumes a larger period of time.

Moreover, systems described herein according to some
aspects exploit the minimal gap between first and second
images, limited rolling shutter artifacts, and other aspects of
the techniques described herein to achieve a variety of desir-
able creative effects. For example, the system can selectively
blend or combine the closely-timed image streams to adjust
the dynamic range, the character of the motion effect (e.g.,
amount or quality of blur), or other characteristic.

In some cases, the blending of the image streams is tailored
to achieve a motion effect substantially similar to how motion
is perceived by the human eye. In some instances, the blend-
ing is adjusted such that the blurring effect is similar to that of
a traditional camera. A user may advantageously control the
amount or quality of the image stream blending, providing
additionally creative power and flexibility. Such processes
can be partially or fully automated, as well.

Thus, the techniques described herein provide a variety of
benefits. Particularly in the area of recording motion video,
certain embodiments provide recordings having improved-
dynamic range, customized motion or other visual effects,
and combinations thereof.

While the techniques described herein are discussed pri-
marily with respect to digital motion cameras recording con-
tinuous video, it will be understood that various aspects of the
inventions described herein are compatible with still cameras,
as well as digital still and motion cameras (DSMC’s).
System Overview

FIG. 1 is a block diagram an example system 100 that
detects optical data and processes the detected data. The
system 100 can include an imaging device 101 that can
include an optics module 110, and an image sensor 112,
which may further include a multiple exposure generator 113.
The device 101 can also include a memory 114 and an image
processing module 116. The image processing module 116
may in turn include a blending module 117 that is generally
configured to adjust the dynamic range of an output image or
stream of images. The blending module 117 may further be
configured to adjust the motion effect in the output stream.

The imaging device 101 may be a camera system, for
example, and the optics module 110, image sensor 112,
memory 114, and the image processing module 116 or por-
tions thereof may be housed in or supported by the camera
housing. Moreover, portions of the system 100 may be
included in a separate device. For example, as shown, the
blending module 117 or portions thereof in some configura-
tions resides in a separate computing device 102, such as a
laptop or other computer.

The optics module 110 focuses an image on the image
sensor 112. Sensors 112 may include, for example, an array of
charge-coupled devices (CCD) or Complementary Metal-
Oxide-Semiconductor (CMOS) image sensor cells such as
active-pixel sensor cells. Such image sensors are typically
built on silicon chips and may contain millions of image
sensor cells. Each sensor cell detects light reaching its surface
and outputs a signal that corresponds to the intensity of the
light detected. The detected light is then digitized.
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Because these image sensors are sensitive to a broad spec-
trum of wavelengths of light, a color filter array can be dis-
posed over the light sensitive surface of such sensors. One
type of color filter array is a Bayer pattern color filter array,
which selectively passes red, blue, or green wavelengths to
sensor elements. The output of such a sensor, however, is a
mosaic image. This mosaic image is formed by the overlap-
ping matrices of red, green, and blue pixels. The mosaic
image is usually then demosaiced, so that each picture ele-
ment has a full set of color image data. The color image data
may be expressed in the RGB color format or any other color
format.

Some of the embodiments disclosed herein are described in
the context of a video camera having a single sensor device
with a Bayer pattern filter. However, the embodiments and
inventions herein can also be applied to cameras having other
types of image sensors (e.g., CMY Bayer as well as other
non-Bayer patterns), other numbers of image sensors, oper-
ating on different image format types, and being configured
for still and/or moving pictures. It is to be understood that the
embodiments disclosed herein are exemplary but non-limit-
ing embodiments, and the inventions disclosed herein are not
limited to the disclosed exemplary embodiments.

The optics hardware 110 can be in the form of a lens system
having at least one lens configured to focus an incoming
image onto the image sensor 112. The optics hardware 110,
optionally, can be in the form of'a multi-lens system providing
variable zoom, aperture, and focus. Additionally, the optics
hardware 110 can be in the form of a lens socket supported by
a camera housing and configured to receive a plurality of
different types of lens systems for example, but without limi-
tation, the optics hardware 110 include a socket configured to
receive various sizes of lens systems including a 50-100 mil-
limeter (T3) zoom lens, a 50-150 millimeter (T3) zoom lens,
an 18-50 millimeter (T3) zoom lens, an 18-85 millimeter
(T2.9) zoom lens, a 300 millimeter (T2.8) lens, 18 millimeter
(T2.9) lens, 25 millimeter (T1.8) lens, 35 millimeter (T1.8)
lens, 50 millimeter (T1.8) lens, 85 millimeter (T1.8) lens, 85
millimeter (T1.8) lens, 100 millimeter (T1.8) and/or any other
lens or any other lens. In certain embodiments, a 50-100
millimeter (F2.8) zoom lens, an 18-50 millimeter (F2.8)
zoom lens, a 300 millimeter (F2.8) lens, 15 millimeter (F2.8)
lens, 25 millimeter (F1.9) lens, 35 millimeter (F1.9) lens, 50
millimeter (F1.9) lens, 85 millimeter (F1.9) lens, and/or any
other lens. As noted above, the optics hardware 110 can be
configured such that despite which lens is attached thereto,
images can be focused upon a light-sensitive surface of the
image sensor 112.

The image sensor 112 can be any type of image sensing
device, including, for example, but without limitation, CCD,
CMOS, vertically-stacked CMOS devices such as the
Foveon® sensor, or a multi-sensor array using a prism to
divide light between the sensors. In some embodiments, the
image sensor 112 can include a CMOS device having about
12 million photocells. However, other size sensors can also be
used. In some configurations, camera 10 can be configured to
output video at “5k” (e.g., 5120x2700), HD (e.g., 3840x2160
pixels), “4.5 k” resolution (e.g., 4,520x2540), “4 k” (e.g.,
4,096x2,540 pixels), “2 k™ (e.g., 2048x1152 pixels) or other
resolutions. As used herein, in the terms expressed in the
format of xk (such as 2 k and 4 k noted above), the “x”
quantity refers to the approximate horizontal resolution. As
such, “4 k resolution corresponds to about 4000 or more
horizontal pixels and “2 k” corresponds to about 2000 or more
pixels.

The camera can also be configured to downsample and
subsequently process the output of the sensor 112 to yield
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video output at 2K, 1080p, 720p, or any other resolution. For
example, the image data from the sensor 112 can be “win-
dowed”, thereby reducing the size of the output image and
allowing for higher readout speeds. However, other size sen-
sors can also be used. Additionally, the camera can be con-
figured to upsample the output of the sensor 112 to yield video
output at higher resolutions. Moreover, the camera can be
configured to capture and record video at 10, 20, 24, 30, 60,
and 120 frames per second, or any other frame rate. Addition-
ally, the blending techniques described herein are generally
compatible with a variety resolutions and frame rates, includ-
ing those listed above.

The memory 114 can be in the form of any type of digital
storage, such as, for example, but without limitation, hard
drives, solid-state drives, flash memory, optical discs, or any
other type of memory device. In some embodiments, the size
of the memory 114 can be sufficiently large to store image
data from the compression module corresponding to at least
about 30 minutes of video at 12 mega pixel resolution, 12-bit
color resolution, and at 60 frames per second. However, the
memory 114 can have any size.

In some embodiments, the memory 114 can be mounted on
an exterior of a camera housing. Further, in some embodi-
ments, the memory can be connected to the other components
through standard or custom communication ports, including,
for example, but without limitation, Ethernet, USB, USB2,
USB3, IEEE 1394 (including but not limited to FireWire 400,
FireWire 800, FireWire S3200, FireWire S800T, i.LINK,
DV), SATA and SCSI. Further, in some embodiments, the
memory 114 can comprise a plurality of hard drives, such as
those operating under a RAID protocol. However, any type of
storage device can be used.

The image processing module 116 may, for example, oper-
ate on data that is stored in the memory 114. Alternatively, the
image processing module may operate on data as it comes
from the image sensor 112, and the processed data may then
be stored in the memory 114. The image processing module
116 may perform a variety of operations on the data. Depend-
ing on the operation, the processing module 116 may perform
the operation on the individual first and second image
streams, prior to blending, or alternatively, on the blended
HDR output stream.

For example, the image processing module 116 may com-
press the data from the image sensor, perform pre-compres-
sion data-preparation (e.g., pre-emphasis and/or entropy
reduction), format the compressed data, and the like.
Examples of such techniques are described in greater detail in
U.S. Pat. No. 7,830,967 entitled “VIDEO CAMERA” (the
’967 patent), which is incorporated by reference herein in its
entirety. In some instances, the image processing module 116
processes the individual image stream (or combined image
stream) to tune the image streams to perceptual space, as will
be described in detail below with respect to FIG. 8A. Addi-
tional compatible techniques include green data modification
and pre-emphasis processes shown and described throughout
the *967 patent (e.g., with respect to FIGS. 8-11 and columns
11-13). In general, certain embodiments described herein are
compatible with and/or are components of embodiments
described in the *967 patent. Thus, some or all of the features
described herein can be used or otherwise combined with
various features described in the *967 patent, including fea-
tures described in the *967 patent which are not explicitly
discussed herein.

The sensor 112 can be configured to sequentially capture
and output at least first and second image streams (or tracks)
having different exposure levels. For example, the multiple
exposure generator 113 may comprise specially designed
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timing control logic that controls the sensor 112 to output the
image streams. In some cases, the sensor 112 can output more
than two tracks (e.g., totaling 3, 4, 5, 10 or more) having
various exposure levels.

Where there is a significant amount of delay between expo-
sures or portions of exposures in a first track and correspond-
ing exposures or portions of exposures in a second track,
undesirable motion artifacts can arise. For example, such
artifacts can arise where an object in the recorded scene (e.g.,
an actor or other photographic subject) moves a visually
significant distance between the time the first image stream
frame is captured and the time the second image stream frame
is captured. In such cases, visual separation, or “gaps,” can
arise between objects in one track as compared to the same
object in another track. Such issues can be difficult to correct
for or control in post-processing.

For these and other reasons, the sensor 112 according to
certain aspects is configured to sequentially output at least
first and second image streams having different exposure
levels and which are closely timed with respect to one
another. For example, the multiple exposure generator 113
may control a pixel array and output circuitry of the sensor
112 to cause the sensor 112 to output first and second image
streams. Each image stream can have multiple frames which
are closely-timed and/or at least partially overlapping in time
with corresponding frames from the other image stream. For
instance, the amount of time from between when the system
converts captured data for picture elements in the images
from the first stream to digital values and begins to expose the
same picture elements for corresponding images in the sec-
ond image stream is relatively short. Moreover, in some cases,
the multiple exposure generator 113 captures at least some of
the picture elements for the images in the second stream while
capturing other picture elements for the corresponding
images in the first stream, during overlapping time periods. In
this manner, the visual separation between moving objects in
the first image stream and the same moving objects in the
second image stream may be relatively insignificant, or may
be otherwise substantially reduced. The multiple exposure
generator 113 may generally be a specialized timing genera-
tor coupled to the sensor 112, and is described in greater detail
with respect to FIG. 2.

Because there may be no significant visual separation
between objects in a frame in the first image track frame and
the corresponding objects ina subsequently captured frame in
the second image track, the first and second image tracks may
also be referred to as having no “gaps” with respect to one
another, or as substantially “touching” one another. For
example, while there may be some minor delay between the
capture of picture elements for first images and the capture of
picture elements in the second images, the delay may be so
small that there is reduced or substantially no visual object
separation at full sensor resolution, at one or more scaled-
down resolutions, or a combination thereof. Due to the
closely-timed nature of the tracks, the motion artifacts in the
combined output track are substantially reduced, removed, or
can be controlled in a desired fashion.

Sensors described herein are referred to herein as having
“adjacent read” or “conjoined exposure” capability. Addi-
tionally, the images tracks may be referred to as being “adja-
cent,” “closely timed,” “conjoined,” or the like.

Moreover, as described above, the individual exposures
according to some embodiments are captured and/or output in
a compact manner, making efficient use of the frame period.

The blending module 117 according to certain embodi-
ments selectively combines the closely-timed tracks to pro-
duce an output track having a desired visual effect. For
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instance, the output video stream can have an enhanced
dynamic range relative to the dynamic range of the individual
first and second image tracks. As an example, the first image
stream may have a relatively low exposure level (e.g., short
integration time), providing useful data in relatively bright
regions of a captured scene, such as highlight detail. The
second image stream may have a relatively higher exposure
level (e.g., longer integration time), providing useful data in
relatively darker regions of the scene, such as detail in the
shadows.

Moreover, in some cases where the sensor 112 outputs
more than two tracks, the blending module 117 is capable of
combining a corresponding number of tracks. Where the
blending module 117 or portions thereof reside in the external
computing device 102, the dynamic range and/or motion
processing can be done in post-processing. Additionally,
depending on the implementation, the blending module 117
may operate on data stored in the memory 114, on data as it is
output from the image sensor 112, or on data stored in the
external computing device 102.

As discussed, the combined output stream may be created
on camera or alternatively off camera, during post-process-
ing. In one configuration, the user can select on-camera or off
camera creation of the output stream, as desired. Moreover, as
will be described in further detail below with respect to FIGS.
5-9, in various embodiments the blending module 117 can
combine the closely-timed tracks according to a variety of
algorithms. The algorithms can be fixed or user-selectable or
adjustable. For example, in one embodiment, the image
streams are combined on-camera according to a fixed algo-
rithm. In another configuration, the user selects from a variety
of algorithms, depending on the desired creative effect.
Generating Tracks of Closely-Timed Images Having Mul-
tiple Exposure Levels

FIG. 2 is a block diagram illustrating example image sen-
sor 200 capable of generating closely-timed exposures
according to embodiments described herein. Referring to
FIG. 2, the image sensor 200 includes a pixel array 202,
output circuitry 204, and a multiple exposure generator 206.
As will be described in greater detail, the multiple exposure
generator 206 generally controls the various components of
the sensor 200 to provide closely-timed exposures on the
output bus 212 of the sensor 200 for further storage and
processing.

The image sensor 200 may be similar to the image sensor
12 described above with respect to FIG. 1, for example, and
the pixel array 202 includes a plurality of pixels (e.g., photo-
cells) arranged in a matrix including “M” rows and “N”
columns. While a wide variety of values are possible for “M”
and “N”, an example “5 k™ sensor includes 5,120 rows and
2,700 columns, an example Quad HD sensor includes 3,840
and 2,160 pixels, an example “4.5 k™ resolution sensor
includes 4,520 rows and 2,540 columns, an example*“4 k”
sensor includes 4,096 rows and 2,540 columns, and an
example “2 k™ sensor includes 2,048 and 1,152 columns.

In the illustrated example, sensor 200 is configured to
output a single row at a given time, and the sensor 200
includes one instance of output circuitry 204 that is config-
ured to process and output image information for a single row.
In another embodiment, such as where a Bayer pattern sensor
is used, the sensor outputs two rows at a time and can include
two instances of the output circuitry 204. In yet other con-
figurations, the sensor 200 outputs other numbers of rows
during a given time slot (e.g., 2, 3, 4, 5, 10 or more rows), and
can include a corresponding number of instances of the out-
put circuitry 204.
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During operation, the multiple exposure generator 206 pro-
vides row select information via input bus 208 to row decode
logic (not shown) of the pixel array 202. For each of the
selected rows, the pixel array 202 provides the stored values
for the N pixels corresponding to the columns of the selected
row (or subset of rows) to the output circuitry 204.

The output circuitry 204 of the example sensor 200 also
receives timing control signals on the bus 210 from the mul-
tiple exposure generator 206, and is generally configured to
process and digitize the analog pixel values received from the
pixel array. The output circuitry 204 of the example sensor
200 includes sets of programmable-gain amplifiers (PGAs)
and analog-to-digital converters (ADCs), although a variety
components may be used in various implementations. The
output circuitry 204 in turn presents the digitized, processed
values of the currently selected row on the output bus 212. For
example, the sensor 200 may transmit the values to the
memory 114, image processing module 116, or other com-
ponents of the system of FIG. 1 for storage and processing. In
some instances, the sensor buffers the values for one or more
rows before transmission on the output bus 212.

As shown in FIG. 2, the multiple exposure generator 206
may reside outside of the packaging 214. For example, the
packaging 214 is an integrated circuit packaging and the pixel
array 202 and output circuitry 204 are formed on an integrated
circuit housed in the packaging 214. The multiple exposure
generator 206, on the other hand, may form a part of a sepa-
rate integrated circuit that is housed in a separate package. In
another embodiment, the multiple exposure generator 206 is
included on the same integrated circuit as the other compo-
nents, and is housed in the sensor package 214.

In some cases, the multiple exposure generator 206 com-
prises logic implemented in a field-programmable gate array
(FPGA), although the multiple exposure generator 206 can be
implemented in a variety of ways, and can include hardware,
software, analog and/or digital circuitry, such as custom cir-
cuitry, a microprocessor, an application-specific integrated
circuit (ASIC), combinations thereof and the like.

FIG. 3 A is an example timing diagram 300 illustrating two
consecutive frames of video for a camera that is recording two
closely-timed image tracks (also referred to as image
streams) in accordance with an embodiment. Two closely-
timed exposures 302, 304 are taken within each video frame,
one for each image track. Thus, a first image track corre-
sponds to the first exposures 302 taken over a series of
recorded video frames and a second image track 304 corre-
sponds to second exposures 304 taken over the same series of
video frames.

The camera exposes the first exposure 302 for each frame
for a first integration period 306, and exposes the second
exposure 304 for each frame for a second integration period
308. The timing diagram 300 may be representative of the
operation of the sensors 112, 200 of FIGS. 1 and 2, for
example. Moreover, while the diagram shows operation for
only two frames for the purposes of illustration, it will be
appreciated that the camera may record any number of
frames, depending on the length of the recording.

As shown, the camera of the illustrated example exposes
the rows 0—M of'the sensor in an overlapping fashion. In this
manner, the first row (or subset of rows) is exposed for a first
integration period beginning at time t, and ending at time t; .
The remaining rows (or subsets of rows) are exposed in suc-
cessive, overlapping time slots, and the first integration period
for the last row extends from time t, to time t5. This general
exposure scheme, where successive rows (or subsets of rows)
are exposed in successive, overlapping time slots, may gen-
erally be referred to as a “rolling shutter” technique.
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Picture elements for the second exposure 304 are advanta-
geously captured relatively shortly after capturing the same
picture elements for the first exposure 302. For example, the
inter-exposure delay 312 between the end of the first exposure
period 306 for each row (or subset of rows) and the beginning
of the second exposure period 308 for the same row is rela-
tively minimal. For example, as discussed in greater detail
with respect to FIG. 4A below, the inter-exposure delay 312
may depend in one instance on the reset time for one or more
rows of the sensor. In other cases, the inter-exposure delay
312 can depend on some other parameter(s). Referring again
to the sensor 200 of FIG. 2, the multiple exposure generator
206 is configured to generate control signals for operating the
pixel array 202 and output circuitry 204 to generate the
closely-timed exposures 302, 304.

Moreover, the inter-row skew for the individual exposures
302, 304 introduced by the rolling shutter is relatively mini-
mal. This results in a shorter overall image acquisition time,
and helps to control any motion artifacts that may otherwise
be introduced by the rolling shutter. As will be discussed
further with respect to FIG. 4A, the inter-row skew and image
acquisition time can be related to the readout time for a row
(or subset rows).

As shown, the system additionally makes efficient use of
the sensor hardware and frame period by overlapping certain
portions of the first and second exposures in time. For
instance, the system begins to expose at least some of the rows
(or subsets of rows) for the second exposure 304 before all of
the rows have been converted and/or read out for the first
exposure 302. Moreover, at least some rows are exposed for
the first exposure 302 concurrently with other rows for the
second exposure 304.

The system in certain embodiments additionally substan-
tially completes the conversion and/or readout of the sensor
rows (or subsets of rows) for the first exposure 302 before
beginning to convert and/or readout the rows for the second
exposure 304. By dedicating the conversion and readout cir-
cuitry to each of the respective exposures until they are com-
plete, the system helps maintain a compact overall acquisition
time for the individual exposures 302, 304. In the illustrated
embodiment, the system completes converting and/or reading
out 100 percent of the sensor rows for first exposure 302
before beginning to convert and/or readout any of the rows for
the second exposure 304. In other cases, the system completes
converting and/or reading out at least 80 percent, at least 90
percent, at least 95 percent, at least 96 percent, at least 97
percent, at least 98 percent or at least 99 percent of the sensor
rows for the first exposure 302 before beginning to convert
and/or read out the rows for the second exposure 304. In yet
further cases, the system substantially completes conversion
and/or readout of the rows for the first exposure 302 before
reading out any of the rows for the second exposure 304, or
before reading out more than 1 percent, more than 2 percent,
more than 3 percent, more than 4 percent, more than 5 per-
cent, more than 10 percent, or more than 20 percent of the
rows for the second exposure 304, depending on the embodi-
ment. Further details regarding the specifics of the sensor
timing are provided below with respect to FIGS. 4A-4C.

Depending on the particular configuration, the duration of
the various time periods shown in FIG. 3A can vary greatly,
including the frame period 312, first and second exposure
integration times 302, 304, inter-exposure delay 312 and sen-
sor inactive 310. The sensor inactive time 310 may refer to a
period where sensor elements are substantially inactive and
not being exposed. For example, when capturing the first and
second exposures, the sensor electronically activates the
appropriate picture elements according to the rolling shutter
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technique to be sensitive to and capture incident light. In
contrast, the appropriate pixel elements are electronically
deactivated and therefore not sensitive to incident light during
the sensor inactive period 310. In other implementations,
where a physical shutter is used, the physical shutter is
opened/closed in place of the electronic activation/deactiva-
tion. The sensor inactive period can also instead be defined as
the period of time from between t,, when exposure completes
for the last row in the second exposure 304, to the end of the
frame period, immediately before the first row in the first
exposure 302 begins to expose for the next frame.

FIGS. 3B-3D illustrate timing diagrams for several
example configurations. For clarity, the inter-exposure delay
312 is not shown in FIGS. 3B-3D. In one embodiment, FIG.
3B illustrates a scenario where the frame period is about 41.7
milliseconds (24 fps), the first integration time 306 is about
2.6 milliseconds, the second integration time 308 is about
20.8 milliseconds, the inter-exposure delay 312 is about 15.6
microseconds, and the shutter closed time is about 18.2 mil-
liseconds. The second integration time 308 is about half the
frame period, and thus generally corresponds to an integra-
tion time for a sensor implementing a 180 degree shutter. In
another example case, FIG. 3C shows a scenario where the
frame period 312 is about 41.7 milliseconds (24 fps), the first
integration time 306 is about 2.6 milliseconds, the second
integration time 308 is about 31.6 milliseconds, the inter-
exposure delay 312 is about 15.6 microseconds, and the shut-
ter closed time 310 is about 7.4 milliseconds. In this case, the
second integration 308 time corresponds to an integration
time for a sensor implementing a 273 degree shutter. In yet
another instance, FIG. 3D illustrates an case where the frame
period 312 is about 41.7 milliseconds (24 fps), the first inte-
gration time 306 is about 0.65 milliseconds, the second inte-
gration time 308 is about 5.2 milliseconds, the inter-exposure
delay 312 is about 15.6 microseconds, and the shutter closed
time 310 is about 35.75 milliseconds. Here, the second inte-
gration time 308 corresponds to an integration time for a 45
degree shutter.

For comparison, FIG. 3E illustrates a timing diagram for
another example camera capturing multiple exposures having
different exposure levels. However, unlike the embodiments
shown in FIGS. 3A-3D, the camera of FIG. 3E captures the
long exposures 304 and short exposures 306 on different,
alternating frames. Thus, the exposures 304 and 306 are not
closely-timed, and significant undesirable motion artifacts
may be present. For example, relatively large gaps of visual
separation may exist between image scene objects in the long
exposures 304 as compared to image scene objects in the
short exposure 306 in the next frame. Thus, it can be difficult
in such cases to combine the short and long exposures 304,
306 to create high-dynamic range images with controlled
motion artifacts.

FIG. 4A shows a timing diagram 400 illustrating closely-
timed first and second exposures 402, 404 for one frame of
recorded video. For clarity, the timing diagram is shown for
only the first three rows R1, R2, R3 (or subsets of rows) of an
image sensor. For example, the diagram 400 may correspond
to one embodiment of a more detailed depiction of the expo-
sure timing for the first three rows of the sensor whose opera-
tion is depicted in any of FIGS. 3A-3D. Referring to the first
row R1, before the first exposure 402 begins, the row R1 is
initially reset, as indicated by the vertical arrow labeled
“RST”

After a reset period 410 passes corresponding to the
amount of time it takes to reset the pixels in the row R1, the
photocells in the row R1 begin to accumulate charge during
the first integration period 406. Following the first integration
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period 406, the pixels in the first row R1 have accumulated
charge corresponding to the first exposure level. A readout
cycle is then initiated for the row R1, along with another reset
cycle, as indicated by the vertical arrow labeled “RO/RST”.
Referring to FIG. 2, at the end of the readout period 412, the
row R1 is readout of the pixel array 202 by the output circuitry
204, and is provided on the output 212 for storage and/or
processing.

Additionally, once the row R1 has completed the second
reset cycle, the second exposure 404 begins. As such, the
inter-exposure delay 410 between the first and second expo-
sures in one embodiment depends on the reset time 410 for a
row of pixels (or subset of rows where more than one row are
read out at once). For example, the inter-exposure delay 410
may correspond to, substantially correspond, or be approxi-
mately equal to the reset time 410 for one row (or subset of
rows). In other instances, the inter-exposure delay 410 is less
than or equal to approximately one, approximately 2,
approximately 5, approximately 10, approximately 20,
approximately 50 or approximately 100 reset times 410 for a
row (or subset of rows). In yet further cases, the inter-expo-
sure delay 410 is some value between approximately one
reset time 410 for a row (or subset of rows) and approximately
2, approximately 5, approximately 10, approximately 20,
approximately 50 or approximately 100 reset times, depend-
ing on the embodiment. As is described in greater detail
below, the reset time 410 can advantageously be relatively
short, leading to closely timed first and second exposures 402,
404.

In other configurations, the delay between the first and
second exposures 402, 404 can correspond to a variety of
values other than the reset time 410. For example, the inter-
exposure delay 410 may correspond to, substantially corre-
spond to, or otherwise depend on the readout time 412, such
as where the readout time is greater than or equal to the reset
time. In one such embodiment, the inter-exposure delay 410
is approximately equal to the readout time 412. In other cases,
depending on the specific implementation, the inter-exposure
delay 410 is less than or equal to approximately one, approxi-
mately 2, approximately 5, approximately 10, approximately
20, approximately 50 or approximately 100 readout times 412
for a row (or subset of rows). According to yet further
embodiments, the inter-exposure delay 410 is be some value
between approximately one readout time 412 for a row (or
subset of rows) and approximately 2, approximately S5,
approximately 10, approximately 20, approximately 50 or
approximately 100 readout times 412. In further cases, the
delay 410 between the first and second exposures 402, 404
depends on both the readout time and the reset time. For
example, the reset operation in one embodiment is initiated
only after completion of the readout operation. In this case,
the delay between the first and second exposures 402, 404
may correspond to or substantially correspond to the sum of
the readout time 412 and the reset time. In such cases, the
inter-exposure delay 410 may be less than or equal to approxi-
mately the sum of the reset time 410 and the readout time 412
for a row (or subset of rows), or may alternatively be less than
or equal to approximately the sum of the reset time 410 and
the readout time 412, multiplied by a factor ot 2, 5, 10, 20, 50
or 100. In further embodiments, the inter-exposure delay 410
can be some value between approximately the sum of the
reset time 410 and the readout time 412 for a row (or subset of
rows) and approximately the sum of the reset time 410 and the
readout time 412, multiplied by a factor of 2, 5, 10, 20, 50 or
100.

As shown, the sensor initiates a similar sequence of opera-
tions for the other rows R2, R3 ... RM. However, as described
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above, with respect to FIG. 2, the sensor may be configured to
output only one row (or a subset of two or more rows) at a
time. Thus, for each subsequent row, the multiple exposure
generator 206 waits at least one readout period 412 before
initiating the initial reset cycle. As such, the exposure timing
for each row is staggered in time with respect to the other
rows. In the illustrated example, each subsequent row is
delayed by the readout period 412 with respect to the preced-
ing row. As such, when an integration period 402, 404 is
complete for a particular row, the output circuitry 204 will be
generally immediately available. In this manner, the utiliza-
tion of the readout circuitry (e.g., the output circuitry 204 of
FIG. 2) is relatively high. Referring again to FIG. 2, the
multiple exposure generator 206 may send the appropriate
control signals to the pixel array via the bus 208 and to the
output circuitry 204 via the bus 210, initiating the reset and
readout of the rows R1, R2, R3 . . . RM in the manner
described.

Although a variety of values are possible, one example
sensor 200 has 2740 rows of pixels configured to be readout
two rows at a time, and the readout time 412 for the two rows
of'the example sensor 200 is about 7.4 microseconds. In this
example, the reset time 410 for resetting a subset of two rows
is about 15.6 microseconds. Thus, the time between the first
and second exposures 402, 404 and the time between the
closely-timed image streams is about 15.6 microseconds, or
about 0.03 percent of the frame period for a frame rate of 24
fps, and about 0.05, 0.08, 0.09, and 0.16 percent of the frame
period for frame rates of 30, 50, 59.94, and 100 {ps, respec-
tively. In another configuration, for example, the sensor 200
produces first and second image streams which are tempo-
rally spaced by no more than about 7 microseconds. As such,
for each frame the sensor 200 captures the a subsequent 404
(corresponding to the second image stream) no more than
about 7 microseconds after capturing the preceding exposure
402 for that frame (corresponding to the first image stream).
In other embodiments, the first and second exposures 402,
404 and corresponding image streams are temporally spaced
by no more than about 4 microseconds, no more than about 2
microseconds, or no more than about 1 microsecond. In yet
other embodiments, the first and second exposures 402, 404
are spaced by no more than about 1 millisecond, no more than
about 100 microseconds, no more than about 50 microsec-
onds, no more than about 25 microseconds, no more than
about 20 microseconds, no more than about 16 microseconds,
no more than 15.6 microseconds, no more than about 15
microseconds, or no more than about 10 microseconds. As
indicated above, in some embodiments there are more than
two exposures within each frame. In such cases, the delay
between any two adjacent exposures may correspond to any
of the above listed values or ranges of values. In various
embodiments, the inter-exposure delay is less than about
0.01,0.02,0.03,0.04,0.05,0.1,0.2,0.5, 1, 2, 5, 10, 20, or 30
percent of the frame period.

Additionally, as mentioned previously, because acquisition
of'each row (or subset of rows) is staggered in time from the
immediately preceding row by a relatively minimal amount,
the skew and resulting motion artifacts introduced by the
rolling shutter are reduced. For example, the inter-row acqui-
sition skew between the time the system begins to acquire
image data for a row (or subset of rows) and begins to acquire
image data for the immediately subsequent row corresponds
to the readout time 412 for a row (or subset of rows) in the
illustrated embodiment. Likewise, an inter-row readout skew
between the time the system completes reading out acquired
image data for a row (or subset of rows) and completes read-
ing out acquired image data for the subsequent row (or subset
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of rows) corresponds to the readout time 412 for a row (or
subset of rows). In various embodiments, the inter-row acqui-
sition skew and/or the inter-row readout skew is approxi-
mately equal to one readout time 412 for a row or subset of
rows, or is less than or equal to approximately one, approxi-
mately 1.5, approximately 2, approximately 2.5, or approxi-
mately 3 readout times 412.

Extending the inter-row skew across all of the rows for
FIG. 4A, the total intra-exposure acquisition skew across the
entire image from between the time the system begins to
acquire a first of the rows (or subset of rows) and begins to
acquire all of the rows or substantially all (e.g., at least 90, 95
or 99 percent) of the rows is given by approximately:

(M-1)*read_out_time, (Eq. 1)

Similarly, the intra-exposure readout skew between the
time the system completes reading out a first of the rows and
completes reading out substantially all of the rows may cor-
respond to the same amount. As a specific example, for the
2740 row sensor described above, the intra-exposure acqui-
sition and readout skews are both equal to about 10.1 milli-
seconds ((2740/2-1)*7.4 microseconds).

Further, the acquisition time for an entire exposure, from
between the time when the system begins to acquire a first of
the rows (or subsets of rows) and completes reading out
substantially all of the rows for the exposure is approximately
given by:

exposure_time+[(M-1)*read_out_time]. (Eq. 2)

In further compatible embodiments, the image acquisition

time is less than or equal to one of the following:
exposure_time+[(M-1)*read_out_time] (Eq. 3)
exposure_time+[(M-1)*1.5%read_out_time], (Eq. 4)
exposure_time+[(M-1)*2*read_out_time], (Eq. 5)
exposure_time+[(M-1)*2.5%read_out_time], or (Eq. 6)
exposure_time+[(M-1)*3*read_out_time]. (Eq. 7)

The systems in each of the above-described specific
examples record a first relatively lower exposure (e.g., short
exposure) followed by a second relatively higher exposure
(e.g., long exposure) for each frame. However, the number
and order of the inter-frame exposures can vary, and can be
customized as desired. For example, in one instance, each
frame includes a long track followed by a short track. Addi-
tionally, the device can be configured to capture more than
two exposures per frame, such as 3, 4, 5, 10 or more expo-
sures. As just a few illustrative examples, the following cap-
ture patterns are possible including more than two exposures
per frame: (1) long, short, long; (2) short, long, short; (3)
short, short+x, short+x*2, . . ., short+x*k; (4) long, long-x,
long—x*2, . . . long—x*k; (4) short, medium, long; (5) long,
medium, short; (6) medium, long, short.

The diagrams 300, 400 of FIGS. 3A-3D and 4 A correspond
to configurations in which the sensor outputs the exposures in
the same order for each row. For example, referring to F1G. 4,
each of the rows R1 . . . RN outputs the short exposure 402
followed by the long exposure 404 for each frame. However,
in some cases, the multiple exposure generator 206 is config-
ured to cause the sensor 200 to output the first and second
exposures in a different order depending on the row, provid-
ing greater creative flexibility.

FIG. 4B shows one such example, where the order of the
short and long exposures 402, 404 alternates from row to row
(or from subset of rows to subset of rows). Accordingly, the
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first row R1 outputs the short exposure 402 followed by the
long exposure 404, the second row R2 outputs the long expo-
sure 404 followed by the short exposure, the third row outputs
the short exposure 402 followed by the long exposure 404,
and so on. In another similar embodiment, one or more of the
integration times for the short exposure and the long exposure
for the odd rows are different than the short exposure and the
long exposure for the even rows.

Inyet other instances, one or more of the rows capture only
asingle exposure per frame, while the remaining rows capture
multiple exposures. For example, FIG. 4C shows one such
case where the odd rows output a single long exposure 402 per
frame, while the even rows output three closely-timed expo-
sures (e.g., short, medium, short) 404, 406, 408 per frame.
Thus, it can be appreciated that a wide variety of possibilities
exist for creating closely-timed exposures.

For the purposes of clarity, the terms “short” and “long” are
used herein to distinguish different exposures, such as where
one exposure has an integration time relatively shorter than
another exposure(s), or shutter speed that is thus relatively
longer than the other exposure(s). However, the above-de-
scribed techniques are compatible with embodiments where
other parameters instead of, or in addition to integration time,
are manipulated and which affect the degree of exposure.
Such parameters can include gain (e.g., analog gain), aper-
ture, and ISO, for example. Thus, depending on the embodi-
ment, where exposures are referred to as being “short” or a
“long,” it will be appreciated that they may actually be more
accurately referred to as “low” or “high.” As used herein, the
terms “picture element reset time” and “picture element read-
out time” can refer to one or more of the amount of time it
takes to read out a row of picture elements (e.g., pixels), a
subset of more than one rows of picture elements, a single
picture element, or some other non-row grouping of pixel
elements, such as one or more columns of picture elements. In
some cases, such as where multiple pixel elements are read-
out in parallel, for example, the readout time for a particular
group (e.g., row or subset of rows of pixel elements) corre-
sponds to the same amount of time as that of a single picture
element.

Generating Tracks of Closely-Timed Images Having Mul-
tiple Exposure Levels

FIG. 5 is a flow diagram illustrating an example process
500 for creating a blended output track from multiple tracks
of closely-timed exposure frames. As will be described,
according to the process 500 and other techniques described
herein, the blending module 117 generally receives and pro-
cesses tracks of closely-timed exposure frames. The blending
module 117 may receive and or process the tracks on a frame-
by-frame basis, or may operate on any portion of the tracks
(e.g., 5, 10, 100, 1000 or more frames, or entire tracks) at any
given time.

At block 502, the blending module 117 receives multiple
tracks (or portions thereof) of video frames having closely
timed exposures (e.g., spaced apart by no more than about 20,
16, 7, 4, or 2 microseconds). The blending module 117 can
receive the tracks in a variety of ways. As one example, the
blending module 117 resides in software executing on an
external computing device. The camera 100 records the
closely-timed exposure tracks to the memory device 114 and
the tracks are transferred from the memory device 114 to the
external computing device, which forwards the recorded
tracks to the blending module 117 for processing. As another
example, the blending module 117 resides in software or
hardware on the camera 100 and receives the recorded tracks
directly from the memory device 114 or sensor 112.
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At block 504, the blending module 117 processes the
received exposures according to the desired (e.g., fixed or
user-selectable) algorithm. The blending module 117 may
blend together the first and second tracks according to the
algorithm, generating the output track based on the first and
second (or more) tracks. Some example blending techniques
are shown and described with respect to FIGS. 6A-9.

At block 506, the blending module 117 provides the
blended output track. For example, where the blending mod-
ule 117 resides on-camera, it may provide the output image
stream frame to the memory 114 for storage. Alternatively,
the camera may stream the blended image track to the com-
puting device 102 for external processing and/or storage.
Where the blending module 117 operates on only a frame or
other portion of each track at a time, the process 500 may then
return to block 502, where the blending module 117 receives
the first and second exposures for the next frame or group of
frames in the respective track.

FIGS. 6A-6B illustrate example blending operations. For
example, the blending module 117 may be capable of imple-
menting the blending techniques shown in FIGS. 6A-6B.
Generally, using these and other blending techniques, the
blending module 117 is capable of providing an output track
that incorporates desired content from the respective images
while discarding undesired image content. The discarded
image content can include noisy portions of one or more of
the tracks, as well as other portions that are not needed to
provide the desired aesthetic effect. Moreover, in some cases
the user can select which content to include in the output
track, providing improved creative flexibility.

Referring to FIG. 6A, the blending operation 600 repre-
sents a scenario in which the camera captures first (e.g., long)
604 and second (e.g., short) 606 closely timed exposures,
respectively, for each video frame. The width of the bars
representing the long and short exposures 604, 606 generally
corresponds to the dynamic range of the sensor, which in turn
can correspond to the range of possible pixel values for the
sensor 112 (e.g., 0 to 1023 for a 10-bit sensor, 0 to 4095 fora
12-bit sensor, 0 to 65,535 for a 16-bit sensor, etc.). FIG. 6A
corresponds to a configuration in which the output track has
an expanded bit-depth as compared to the sensor 112, and has
an improved dynamic range as compared to either of the
individual tracks 604, 606 due to the selective inclusion of
content from the two tracks 604, 606.

As shown, for each of the long and short exposures 604,
606 a certain number of captured values will be relatively
noisy, having a relatively lower signal-to-noise ratio (SNR).
For example, the SNR is relatively low for lower pixel values
and gradually increases as the measured pixel values
increase. Moreover, the subject scene may include highlights
in certain brighter regions. As indicated, the short exposure
606 can capture a significant portion of the highlights because
of the shorter integration time, reducing the chance that the
highlights will become washed out. On the other hand, as
illustrated, the long exposure 604 in some cases does not
capture much highlight detail due to the relatively longer
integration time, which can lead to wash out.

The scene may also include darker regions including shad-
ows, which can often be juxtaposed with brighter regions. As
shown, the long exposure 604 may capture relatively more
detail in these regions due to the long integration time. Con-
versely, the short exposure 606 may capture less detail in
these regions due to the shorter integration time.

Also, as shown, the long and short exposures 604, 606 can
also include content that corresponds to “normal” portions of
the image scene. These portions may not be particularly dark
or bright, for example, and can have a generally normal or
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medium brightness level. The labels used with respect to
FIGS. 6A-6B (“shadows,” “normal,” “highlights™) are used
only for the purposes of illustrating the blending concepts,
and are not limiting. For example, it will be appreciated that
the shorter exposure may in some cases capture some amount
of'shadow content from the image scene. Likewise, the longer
exposure in some instances will record some highlight detail.

In the illustrated example, the blending module 117
matches the light levels between the two exposures 604, 606.
For example, the blending module 117 can shift the exposures
with respect to one another by N bits (e.g., 1, 2, 4, 8, or more
bits) prior to blending, or perform some other mathematical
operation on one or more of the exposures. In the illustrated
example, the short exposure 606 is shifted up by N bits, and is
therefore multiplied by a factor of 2. In such cases, the long
exposure 604 may be more exposed than the short exposure
606 by a factor of 2. As such, after the shifting, the light
levels between the two exposures 604, 606 for corresponding
image scene regions more closely match. Also, as shown, the
noisiest content in the short exposure 606 is discarded in some
cases.

A variety of other processes are possible for adjusting the
exposures 604, 606 with respect to one another prior to blend-
ing. For example, in some cases, the long exposure 604 is
shifted or otherwise adjusted instead of the shorter exposure
606. In one instance, the long exposure 604 is shifted down by
N bits instead of shifting the shorter exposure 606 up by N
bits. FIG. 3B, discussed below, shows one such embodiment.
In other embodiments, the exposures 604, 606 are both
shifted. For example, the exposures 604, 606 may be shifted
in equal and opposite directions. In yet other cases, the system
shifts the exposures 604, 606 in opposite directions but by
different values. For example, where the first exposure 604 is
exposed by a factor of 2V greater than the second exposure
606, and where N=X+Y, the first exposure 604 may be shifted
down by X bits, and the second exposure may be shifted up by
Y bits. A variety of other embodiments are possible. For
instance, instead of multiplying or dividing the pixel values
for the exposures 604, 606, a subtraction, addition or other
appropriate operation can be used.

After matching the light levels, the blending module blends
together the exposures 604, 606. Three blending algorithms
(1)-(iv) are shown for the purposes of illustration.

Referring to the first algorithm (i), the blending module
117 in one embodiment selects the image content of the long
exposure 604 that corresponds to the line segment A-B for
inclusion in the output track. In one example, the sensor is a
12-bit sensor, the short exposure is shifted up by 2 bits, and
the line segment A-B corresponds to pixel values between 0
and 2048. The blending module 117 uses the measured values
from long exposure as a reference to determine which pixel
values to include in the blended output track. For example, the
blending module 117 determines which measured pixels in
the long exposure 604 have values from 0 to 2048, and incor-
porates those pixel values into the corresponding pixels in the
blended output image. The values from the long exposure 604
are incorporated substantially directly, unmodified, into the
output track while, in some alternative configurations, the
blending module 117 performs some mathematical operation
on the values prior to incorporation, such as a scaling, shifting
or rounding.

The charts 608, 610 shown for the long and short exposures
604, 606, respectively, indicate the percentage of each track
included in the output track according to the blending algo-
rithm (i). For example, for pixel values between points A and
B, 100% of the output track is composed of content from the
long exposure 604.
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The blending module 117 may alternatively use the short
exposure 606 as a reference to determine which measured
pixel values from the long exposure 604 to include in the
output track for the portion A-B. In the example case, for
instance, the blending module 117 determines which pixels in
the short exposure 606 have measured values between 0 and
2048, and selects the measured values for the corresponding
pixels in the long exposure 604 to include in the output track.
In yet other instances, the blending module 117 uses other
types of references. For example, the blending module 117
may calculate some combination (e.g., an average) of the
measured values for the short and long exposure 606, 604 for
each pixel, and use the calculated value as a reference to
determine which pixels from the long exposure 604 to include
in the output track. Similarly, while the remaining blending
operations (e.g., those along the lines B-C, C-D, and those for
the other example blending schemes (ii)-(iv)) are described as
using the long exposure 604 as a reference, the short exposure
606, some combination of the short and long exposure 606,
604, or some other type of reference may be employed in
those cases as well.

This image content from the long exposure 604 along the
line segment A-B may include relatively good detail in the
shadows. In some other cases, the blending module 117
blends together the short and long exposures 604, 606 to some
degree for values along the line A-B. The amount of blending
may be relatively constant, regardless of the input pixel val-
ues. Additionally, the blending may be biased in favor of one
of'the tracks, e.g., the long track 604. For example, the blend-
ing module 117 may perform a weighted average of input
values from the long track 604 and the short track 606, where
the long track has a higher weighting than the short track 606.
In some cases, the degree of bias or weighting is controllable
by a user, or automatically adjusts depending on the particular
mode of operation. Blending algorithm (iv) described below
shows an example where weighted averages are used to gen-
erate some of the image content in the blended output track.

Referring still to algorithm (i), the next portion of the
output track corresponds to a combination of the image con-
tent from both the long and short exposures 604, 606 along the
slanted line B-C. Moreover, the degree to which the respec-
tive exposures 604, 606 are included in the output exposure
varies based on the measured input values. This can be in
contrast to the portions of the output image corresponding to
the line segments A-B and C-D (discussed below). For
example, for the segments A-B and C-D, pixels from only one
track are selected for inclusion in the output track, or the
amount of blending is generally constant (e.g., weighted aver-
age), and irrespective of the measured input values.

A variety of operations are possible for the blending of the
exposures 604, 606 for the segment B-C. For example, in
some embodiments, the amount of the long track 604
included in the output track is greatest at the point B. Con-
versely, the amount of the short track 606 used in the blending
operation is least at the point B. Moreover, for increasing
pixel values x between B and C, the amount of the long track
604 included in the output track gradually decreases. Con-
versely, the amount of the second track 606 included in the
output track increases, reaching a maximum at the point C.
This is illustrated in the chart 608, which shows the percent-
age of the long exposure 604 in the output track decreasing
linearly from 100 percent to O percent for increasing pixel
values B to C. Conversely, the chart 610 shows the percentage
of the short exposure 606 in the output track increasing lin-
early from O percent to 100 percent from B to C. In an
example case, the sensor is a 12-bit sensor, the short exposure
606 is shifted up by 2 bits, B corresponds to a pixel value of
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2048, and C corresponds to a pixel value of 4094. Taking as an
example a point midway between B and C corresponding to a
pixel value of 3071, the blending module 117 determines
which pixels in the long exposure 604 (the reference expo-
sure) have a value of 3071. Because the point is midway
between B and C, the blending module 117 calculates the
values for corresponding pixels in the output track according

to the following equation:
out_pixel_val=0.5*long pixel_val*0.5short_pixel val. (Eq. 8)

A linear interpolation is used for the portion B-C in some
instances, and in one case the interpolant is given by:

x—B (Eq. 9)
B-C’

y=1+

where x corresponds to measured input pixel values between
B and C, such that B=x=C, for example. In turn, the interpo-
lant may be used to calculate the interpolated output pixel
value for each value of x. For instance, the output pixel values
may be calculated according to the following equation:

out_pixel_val=yp*long_pixel val+(1-y)*short_

pixel_val (Eq. 10)

Other types of blending can be used for pixel values cor-
responding to the line segment B-C. In some cases, and unlike
the linear interpolation technique, the amount of the respec-
tive exposures 604, 606 included in the blended exposure may
not depend on the input values. For example, for this portion
of'the output track, the blending module 117 may calculate an
average of the image content from the long exposure 604 and
the image content of the short exposure 606, and include the
average in the output track. A variety of other operations can
be used instead of an average, including, without limitation, a
sum, difference, weighted average, or the like. Blending algo-
rithm (iii) described below incorporates a curved blending
function.

In one embodiment, the blending module 117 selects the
image content of the short exposure 606 corresponding to the
line C-D to complete the output track, and does not blend the
exposures for this portion of the output track. For example,
referring to 12-bit sensor example, the point C may corre-
spond to a pixel value of 4095, which corresponds to a satu-
rated value for the long exposure 604. The blending module
117 may therefore determine which pixels in the long expo-
sure 604 have a saturated value of 4095 and incorporate into
the output image the values from the corresponding pixels in
the short exposure 606. As indicated, the image content along
the line C-D includes relatively good highlight detail. In other
cases, some degree of blending may be used for the portion of
the output track corresponding to the segment C-D. For
example, for the portion C-D, the blending module 117 may
perform a weighted average or other operation that is similar
to those described above with respect to the segment A-B.
However, the weighted average may be biased in favor of the
short track 606 instead of the long track 604 for the portion
C-D, unlike for the portion A-B. Algorithm (iv) described
below incorporates a blending function along these lines.

Thus, according to such blending techniques, the blending
module 117 uses the short exposure 606 to preserve the high-
lights in the resulting output track, correcting for any possible
loss of highlight detail. The track that is made up of the short
exposure frames may therefore be referred to as a “highlight
protection track” or “highlight correction track,” for example.

As indicated by the arrows, one or more of the points A, B,
C and D can be adjusted to adjust the blending profile. This
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can greatly affect both the dynamic range and the motion
characteristic of the resulting output track. For example, the
lengths of the segments A-B and C-D can significantly alter
the dynamic range of the image. Moreover, the motion effect
can be tuned by adjusting length of the segment B-C or the
particular blending operation (e.g., linear interpolation,
weighted average, etc.) that is used on this portion. Specific
motion control operations are described in greater detail
below with respect to FIG. 8.

Blending algorithm (ii) is similar to blending algorithm (i),
except that, as indicated by the shorter line segment B-C, the
blending module 117 blends together the long and short expo-
sures 604, 606 for a much smaller portion of the output track.
Moreover, as indicated by the relatively long line segment
A-B, alarger portion of the long track 604 is included directly
in the output track as compared as compared to algorithm (i).

As shown by the charts 608, 610 for algorithm (iii), a
blending module 117 implementing algorithm (iii) applies a
curve on the measured input values to generate the output
track. While a variety of different curves are possible, the
blending module 117 in the illustrated example applies an “S”
curve over the portion of the output track corresponding to the
pixel values between the points B and C. The curve may be a
sigmoid curve, or some other type of curve. As with the
previous examples, one or more of the points A, B, C, and D
can be adjusted to change length of the various segments and
corresponding blending profile. In one instance, the curve is
applied over the entire output track.

There may additionally be more than three portions (A-B,
B-C, C-D) of the output track having discrete blending pro-
files. Algorithm (iv) shows such a case where there are sepa-
rate blending profiles for five different portions of the output
track: (1) A-B—direct incorporation of the long track 604; (2)
B-C—weighted average, where the long track 604 is
weighted heavier than short track 606; (3) C-D—Ilinear inter-
polation between long track 604 and short track 606; (4)
D-E—weighted average, wherein the short track 606 is
weighted heavier than the long track 604; and (5) E-F—direct
incorporation of the short track 606.

Referring now to FIG. 6B, the illustrated blending opera-
tion is similar to that of FIG. 6A in that system again captures
and blends together first (e.g., long) and second (e.g., long)
closely timed exposures 604, 606. However, unlike the opera-
tion shown in FIG. 6 A, FIG. 6B shows a configuration where
the blending module 117 does not expand the bit-width of the
output track as compared to the input tracks. Rather, the
bit-width remains the same. As one example, the sensor 112
is a 12-bit sensor and thus outputs 12-bit long and short
exposures 604, 606, although other bit-widths are possible.
The blending module 117 performs light level matching by
shifting the long exposure 604 down by a number (e.g., 2, 4,
8, etc.) of bits with respect to the long exposure 604. However,
unlike the operation shown in FIG. 4A, the shifted portion is
preserved in the embodiment of FIG. 6B. The first and second
tracks 604, 606 are then blended together according to the
selected algorithm, creating a 16-bit output track. Three
example blending algorithms (i), (ii) and (iii) are shown,
although a wide variety of other possibilities exist. As shown,
the noisiest content in the long exposure 604 is discarded in
some cases, while still preserving some detail in the shadows.

While described with respect to a number of specific
examples in FIGS. 6 A-6B, the blending can occur in a variety
of additional manners. For example, the blending can be
based on contrast levels, as described below with respect to
FIG. 9.

FIG. 7 shows a blending process 700 for creating an output
exposure from multiple closely-timed exposures. Although
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described with respect to single first and second exposures for
the purposes of illustration, the operations described below
with respect to the process 700 may instead be performed on
entire tracks of first and second exposures or portions thereof.

At blocks 702A, 702B, the sensor 112 captures first (e.g.,
long) and second (e.g., long) exposures. At block 704A,
704B, the blending module 117 or other component processes
the captured exposures.

For example, referring to FIGS. 6 A-6B, in some cases one
ormore of the exposures 604, 606 is adjusted before blending,
e.g., to match the light levels between the two exposures. In
some of these cases, the blending module 117 shifts one or
both exposures 604, 606 and therefore multiplies or divides
the pixel values by a corresponding factor of two. However,
sensor pixels in some cases output non-zero values even when
no light is incident on the pixels (e.g., when the lens cap is on
the sensor), creating “non-zero black™ values. It can desirable
to take this into account prior to the blending. For example,
multiplying these “non-zero black™ values in the light match-
ing process can complicate later processing stages or produce
other undesirable results.

Thus, in one embodiment the module 117 subtracts an
offset (e.g., a black offset) from the first and/or second expo-
sures prior to the light matching. The module 117 then per-
forms the light matching or other mathematical operation(s)
on the exposures, e.g., multiplying each of the exposures by a
predetermined factor. Finally, the blending module 117 can
add an offset to the first and second exposures, such as a black
offset having the same magnitude as the value that was sub-
tracted prior to the light matching.

In some configurations, at block 704 A, 704B the blending
module performs one or more operations on the first and
second exposures to improve the compression of the image
data. For example, in one instance, the image processing
module 116 combines select (e.g., low) frequency compo-
nents of wavelets from both the first and second exposures to
improve compression efficiency. The image processing mod-
ule 116 may also implement a pre-emphasis curve one or
more of the exposures (e.g., the darker, shorter exposure).
Example pre-emphasis functions are described in greater
detail in the *967 patent (e.g., with respect to FIGS. 8, 8A, 11
and columns 11-12 of the *967 patent) and are incorporated
by reference herein. Such techniques can improve the effi-
ciency or other quality of the compression. For example, in
some cases, pre-emphasis or other techniques can avoid or
reduce the amount of compression that occurs on lower bits of
the particular exposure(s).

At block 706, the blending module 117 receives param-
eters for use in the blending operation. For example, the
blending parameters generally define how the first and second
exposures will be combined. In some cases, for example, the
system 100 provides an interface to set one or more of the
blending parameters. For example, the system 100 displays a
graphical user interface (GUI) to the user that the user can
interact with to set the parameter(s). The GUI or other inter-
face can be provided via software on a display of an external
computer, or may instead be provided on the camera, depend-
ing on the configuration.

In one instance, the GUI includes a slider or one or more
other icons that the user can manipulate to adjust the blending
parameters. The graphic 707 is similar to those shown with
respect to the algorithms of FIGS. 6A-6B. Accordingly, the
positions of “A,” “B,” “C,” and “D” generally define how to
blend the first and second exposures (“EXP. 1,” “EXP. 2”). As
indicated in F1G. 7, the user in some cases be ableto adjust the
position of “B” and “C” using the interface, thereby setting
how much of the first and second (or more) exposures to
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include in the resulting output track, and what portions of the
tracks should be blended together. In some cases the user can
adjust the position of “A” and/or “D” instead of or in addition
to “B” and “C.” In addition to the illustrated example, a
number of other compatible interfaces are possible. More-
over, the interface can allow users to adjust a variety of other
parameters.

In another configuration, the user can select a “highlight
protection” value, which determines the amount of highlight
protection to employ. Referring to FIGS. 6 A-6B, the selected
“highlight protection” value may generally the exposure
(e.g., integration time) of the exposures 606 in the short track.
In one embodiment, the user can select a number of stops
(e.g., 2,3, 4,5, or 6 stops) of highlight protection to include.
For example, ifthe user selects 2 stops ofhighlight protection,
the exposure for the short exposure 606 track will be 2 stops
less than that of the long track 604. For example, where the
long track 604 exposure value is Y4s seconds, the exposure for
the short track 606 will be set to /192 seconds.

In another configuration, the system provides the user with
a menu of pre-set algorithms which each have a particular
creative effect. Each of the pre-set algorithms have pre-deter-
mined blending parameters (e.g, “B” and “C” values). The
particular pre-set algorithms may also determine what type of
processing occurs in blocks 704 A, 704B (e.g., linear interpo-
lation, weighted average, “S” curve, etc.) in some cases.

Atblock 708, the blending module 117 performs the blend-
ing operation based on the selected blending parameters. For
example, the blending module 117 can perform the blending
generally in the manner described above with respect to
FIGS. 5-6B. Finally, at block 710, the blending module 117
outputs the blended exposure (or track of exposures). For
example, the blended exposures are provided for storage and/
or playback to the user.

In some embodiments, the system 100 provides the user
with generally real-time feedback. For example, as the user
changes one or more blending parameters or selects a difter-
ent pre-set blending algorithm, the system plays back the
blended output track or a portion thereof for user review on a
camera or computer monitor. Thus, the user can make adjust-
ments on the fly to achieve the desired visual effect.

Returning to block 708, in some embodiments the blending
module 117 blends the closely-timed tracks by determining,
according to the selected algorithm, which portions of each
track are properly exposed. For example, for each exposure,
the blending module 117 flags the properly exposed pixels for
inclusion in the combined output image. According to another
embodiment, the blending module 117 compares pixels from
one exposure to corresponding pixel(s) in the other
exposure(s), and according to a predetermined algorithm,
calculates the corresponding pixel value in the blended out-
put.

As described, any of the blending techniques can generally
be implemented on a frame-by-frame basis, for example, or at
some other granularity, and a wide variety of compatible
blending techniques are possible. In certain configurations,
more than one frame from the first and/or second (or more)
tracks are compared or otherwise analyzed in generating the
output track. For example, in such cases the blending module
117 compares frames n-w, . .., n, . . ., n+X from the first track
to frames n-y, ..., n,...n+z from the second track to generate
frame n in the output image stream, where n is the current
output track frame.

Controlling Motion Effect

As discussed, the image capture techniques described
herein efficiently use the frame period to provide tracks hav-
ing different exposures levels within individual frames. The
inter-exposure delay is relatively small, resulting in substan-
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tially reduced or no temporal gap between the differently
exposed tracks. For example, there may be substantially no
visual separation between objects in one track as compared to
the same objects in another track. Moreover, as discussed, the
inter-exposure skew for the individual tracks is relatively
minimal. According to certain aspects, the system exploits
these and other aspects to control the motion effect in the
combined output track, such as the amount or quality of blur,
in addition to providing the dynamic range benefits described
herein. For example, motion artifacts in the combined output
stream can be substantially reduced, removed, or controlled
in a desired fashion. Additionally, some techniques described
herein reduce or eliminate the amount of motion artifact
detection and processing that can be necessary with some
conventional approaches.

FIG. 8 shows a process 800 of providing an output image
track having controlled motion effect. At block 802, the
blending module 117 receives at least two closely-timed
tracks, which can be recorded according to any of the tech-
niques described herein. For example, the tracks may be any
of those shown and described in FIGS. 3A-6B. At block 804,
the blending module 117 receives a set of motion control
parameters. These parameters generally define the motion
control algorithm that the blending module 117 performs
when selectively combining tracks. As with the dynamic
range blending parameters (e.g., amount of “highlight pro-
tection”) described above, the motion control parameters may
be user-selectable or fixed, depending on the implementation.
In some cases, the user is provided a menu having a list of
various motion control techniques to choose from. These may
be any of the techniques described below with respect to
block 806, or some other technique(s).

At block 806, the process 800 combines the tracks of
closely-timed images to create an output image stream having
the desired motion effect. A variety of motion control tech-
niques are possible.

Where multiple, tracks of closely-timed images are
recorded at different exposure levels, one of the tracks may be
relatively blurry, similar to conventional video recordings.
For example, significant blurring may be present in relatively
long integration time tracks, such as those shown in FIGS.
3A-4C and 6 A-6B. However, other tracks may be sharper and
include reduced or minimal blurring. For example, the short
integration time exposures shown in FIGS. 3A-4C and 6 A-6B
may be relatively sharper. Typical video recordings (e.g., 24
fps with a 180 degree shutter) show a generally constant
blurring for moving objects, without sharper references.
However, what the human eye sees when viewing the scene in
person is closer to a combination of both the blurred refer-
ences to the objects as well as discrete, sharper references to
the moving objects.

To mimic this effect, in some embodiments, the blending
module 117 uses both the more blurry track(s) and the sharper
track(s) to control the motion effect, create an output track
that includes both the blurred and sharp references to moving
objects. For instance, referring again to FIGS. 6A-6B, the
amount or quality of the motion effect included in the output
track can be controlled by adjusting the blending parameters,
such as the positions of A, B, C, D or the type of blending
operations used. As one example, a user can control the
amount of blurred and sharp references represented in the
output track by adjusting the position of B and C, thereby
adjusting the length and position of the line segments A-B,
B-C, and C-D. In particular, referring to algorithm (i) shown
in FIG. 6A, for increasing measured pixel values along the
line B-C where the blending module 117 implements an
interpolation function, the output track will tend to include a
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varying mixture of blurred references and sharper references.
Specifically, the output track along the line B-C includes an
increasingly significant portion of image content from the
short track 606 and a correspondingly lesser portion of the
long track 604. As such, portions of the output track corre-
sponding to the line segment B-C will include a varying
mixture of relatively more blurred references to image scene
objects from the long track 604 and relatively sharper refer-
ences to the same image scene objects from the short track
606. In this manner, the blending module 117 can create an
output track that more closely mimics what the human eye
would see if watching the scene in person. The system or a
user can additionally adjust the positions of B and C to modify
the effect.

In addition, gradually shifting the relative contributions of
the larger track 604 and the shorter track 606 (or vice versa) in
an incremental manner, such as by using linear interpolation
or a curve function, can help limit or prevent any banding or
other undesirable visual artifacts that may occur from a more
abrupt change in the relative contributions of the two tracks.
In some cases, the gradual shifting can also help to reduce the
amount of lower SNR image content that is incorporated in
the output track (e.g., from the shorter track 606), improving
image quality.

In another example, the blending module 117 implements
a weighted average of the long and short exposures 604, 606
for portions of the output track along the line B-C. For
example, a 50/50 weighted average may result in an output
track having a generally even mixture of sharper content from
the short track 606 and blurred content from the longer track
604. The weightings can be adjusted to tailor the effect. In one
embodiment, the system provides the user with an interface to
control how much of the motion effect from each track to
include in the resulting output track. Generally, the system
can employ a wide variety of other functions instead of or in
combination with the illustrated ones.

In yet further configurations, the blending module 117 can
set the relative weighting of the short and long tracks 604, 606
in the output track based on a contrast level. For instance, the
blending module 117 processes measured input values of the
long track 604, the short track 606, or a combination thereof
to determine a contrast level in particular image regions, and
uses the determined contrast level to select the relative
weighting between the long track 604 and the short track 606
for pixels within those image regions. For example, the blend-
ing module 117 applies a high-pass filter on the image data for
the short track 606 (and/or long track 606) to determine high
contrast regions. For relatively high contrast regions, the
blending module 117 weights the short track 606 heavier than
the long track 604 in the output track. For relatively lower
contrast regions, the blending module 117 may weight the
long track 604 higher, or weight the two tracks equally. In this
manner, the resulting output track can include both sharp
references to moving objects (from the high contrast regions
of the short track 606) and blurred references to moving
objects (from adjacent, relatively lower contrast regions of
the long track 604). The blending module 117 can identify
lower contrast regions instead of, or in addition to, higher
contrast regions, by performing a low pass filter on the long
and/or short exposures 604, 606, for example.

Moreover, for portions of the output track corresponding to
the line segments A-B and/or C-D, a user in some embodi-
ments adjusts the motion effect by controlling the amount of
each image to include in the output track. For example, the
user can adjust the bias value in a weighted average blend
operation to control the weight each input track is given in the
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blending operation. For example, the system may provide a
slider, other GUI, or another input mechanism to allow the
user tailor the effect.

In another embodiment, the blending module 117 is con-
figured to blend the tracks together in a manner that more
closely matches the motion effect of a traditional camera
(e.g., 24 fps with a 180 degree shutter). For example, a cus-
tomized motion estimation algorithm may be used to match
the motion blur of one or more of the tracks to that of a
traditional camera. For example, referring to FIG. 3A, the
blur in the shorter integration time track 302 may be increased
to match that of the longer integration time track 304. In one
embodiment, the blur matching is done before the blending of
the exposures, although it can be done afterwards in other
implementations.

Atblock 908, the blending module 117 outputs the motion-
adjusted track for playback or further processing.

Terminology/Additional Embodiments

Embodiments have been described in connection with the
accompanying drawings. However, it should be understood
that the figures are not drawn to scale. Distances, angles, etc.
are merely illustrative and do not necessarily bear an exact
relationship to actual dimensions and layout of the devices
illustrated. In addition, the foregoing embodiments have been
described at a level of detail to allow one of ordinary skill in
the art to make and use the devices, systems, etc. described
herein. A wide variety of variation is possible. Components,
elements, and/or steps can be altered, added, removed, or
rearranged. While certain embodiments have been explicitly
described, other embodiments will become apparent to those
of ordinary skill in the art based on this disclosure.

Conditional language used herein, such as, among others,
“can,” “could,” “might,” “may,” “e.g.,” and the like, unless
specifically stated otherwise, or otherwise understood within
the context as used, is generally intended to convey that
certain embodiments include, while other embodiments do
not include, certain features, elements and/or states. Thus,
such conditional language is not generally intended to imply
that features, elements and/or states are in any way required
for one or more embodiments or that one or more embodi-
ments necessarily include logic for deciding, with or without
author input or prompting, whether these features, elements
and/or states are included or are to be performed in any
particular embodiment.

Depending on the embodiment, certain acts, events, or
functions of any of the methods described herein can be
performed in a different sequence, can be added, merged, or
left out all together (e.g., not all described acts or events are
necessary for the practice of the method). Moreover, in cer-
tain embodiments, acts or events can be performed concur-
rently, e.g., through multi-threaded processing, interrupt pro-
cessing, or multiple processors or processor cores, rather than
sequentially. In some embodiments, the algorithms disclosed
herein can be implemented as routines stored in a memory
device. Additionally, a processor can be configured to execute
the routines. In some embodiments, custom circuitry may be
used.

The various illustrative logical blocks, modules, circuits,
and algorithm steps described in connection with the embodi-
ments disclosed herein can be implemented as electronic
hardware, computer software, or combinations of both. To
clearly illustrate this interchangeability of hardware and soft-
ware, various illustrative components, blocks, modules, cir-
cuits, and steps have been described above generally in terms
of their functionality. Whether such functionality is imple-
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mented as hardware or software depends upon the particular
application and design constraints imposed on the overall
system. The described functionality can be implemented in
varying ways for each particular application, but such imple-
mentation decisions should not be interpreted as causing a
departure from the scope of the disclosure.

The various illustrative logical blocks, modules, and cir-
cuits described in connection with the embodiments dis-
closed herein can be implemented or performed with a gen-
eral purpose processor, a digital signal processor (DSP), an
application specific integrated circuit (ASIC), a field pro-
grammable gate array (FPGA) or other programmable logic
device, discrete gate or transistor logic, discrete hardware
components, or any combination thereof designed to perform
the functions described herein. A general purpose processor
can be a microprocessor, but in the alternative, the processor
can be any conventional processor, controller, microcontrol-
ler, or state machine. A processor can also be implemented as
a combination of computing devices, e.g., a combination of a
DSP and a microprocessor, a plurality of microprocessors,
one or more microprocessors in conjunction with a DSP core,
or any other such configuration.

The blocks of the methods and algorithms described in
connection with the embodiments disclosed herein can be
embodied directly in hardware, in a software module
executed by a processor, or in a combination of the two. A
software module can reside in RAM memory, flash memory,
ROM memory, EPROM memory, EEPROM memory, regis-
ters, a hard disk, a removable disk, a CD-ROM, or any other
form of computer-readable storage medium known in the art.
An exemplary storage medium is coupled to a processor such
that the processor can read information from, and write infor-
mation to, the storage medium. In the alternative, the storage
medium can be integral to the processor. The processor and
the storage medium can reside in an ASIC. The ASIC can
reside in a user terminal. In the alternative, the processor and
the storage medium can reside as discrete components in a
user terminal.

While the above detailed description has shown, described,
and pointed out novel features as applied to various embodi-
ments, it will be understood that various omissions, substitu-
tions, and changes in the form and details of the devices or
algorithms illustrated can be made without departing from the
spirit of the disclosure. As will be recognized, certain
embodiments of the inventions described herein can be
embodied within a form that does not provide all of the
features and benefits set forth herein, as some features can be
used or practiced separately from others. The scope of certain
inventions disclosed herein is indicated by the appended
claims rather than by the foregoing description. All changes
which come within the meaning and range of equivalency of
the claims are to be embraced within their scope.

What is claimed is:
1. A method of obtaining video image data using a digital
image sensor, the method comprising:

for successive frames of video image data,

controlling a digital image sensor to begin capturing a first
image at a first exposure level according to a rolling
shutter technique in which successive groups of pixels of
the image sensor are exposed and read out in successive,
overlapping time slots; and

subsequent to a starting group of the groups of pixels
completing exposure for the first image, and prior to an
ending group of the groups of pixels completing expo-
sure for the first image, controlling the digital image
sensor to begin capturing a second image at a second
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exposure level different than the first exposure level
according to the rolling shutter technique,

wherein said controlling the digital image sensor to begin

capturing the second image includes allowing each
respective group of pixels to complete capturing the
light corresponding to the first image prior to controlling
that respective group of pixels to begin capturing the
light corresponding to the second image, and

wherein the amount of time that elapses from between

completion of readout of digital measurements corre-
sponding to the starting group for the first image to the
beginning of readout of digital measurements corre-
sponding to the starting group for second image is
greater than the amount of time that elapses from
between completing readout of the digital measure-
ments corresponding to the starting group for the first
image to substantially completing readout of digital
measurements for the entire first image.

2. A method according to claim 1 wherein each group of
pixels corresponds to a single row of pixels.

3. A method according to claim 1 wherein each group of
pixels corresponds to two rows of pixels.

4. A method according to claim 1 wherein the starting
group of pixels includes a top-most row of pixels and the
ending group of pixels includes a bottom-most row of pixels.

5. A method according to claim 1 further comprising stor-
ing the first and second images for a plurality of the successive
video frames.

6. A method according to claim 1 wherein readout of digital
measurements corresponding to the ending group for the
second image in a current frame of the video image data
completes prior to beginning of readout of digital measure-
ments corresponding to the starting group for a first image in
a subsequent frame of the video image data.

7. A method according to claim 6 wherein a first exposure
period corresponding to the first image is shorter than a sec-
ond exposure period corresponding to the second image, and
wherein the method further comprises holding each respec-
tive group of pixels in an inactive state for a period of time
following readout of digital measurements corresponding to
the second image from that respective group.

8. A method according to claim 1 wherein the amount of
time that elapses from between completion of readout of
digital measurements corresponding to the starting group for
the first image to the beginning of readout of digital measure-
ments corresponding to the starting group for second image is
greater than the amount of time that elapses from between
completing readout of the digital measurements correspond-
ing to the starting group for the first image to completing
readout of digital measurements corresponding to 100 per-
cent of the groups of pixels for the first image.

9. A method according to claim 1 wherein the amount of
time that elapses from between completion of readout of
digital measurements corresponding to the starting group for
the first image to the beginning of readout of digital measure-
ments corresponding to the starting group for second image is
greater than the amount of time that elapses from between
completing readout of the digital measurements correspond-
ing to the starting group for the first image to completing
readout of digital measurements corresponding to at least 90
percent of the groups of pixels for the first image.

10. An imaging device comprising:

an array of pixels; and

a controller configured to, for successive frames of video

image data:
control the array of pixels to begin capturing a first
image at a first exposure level according to a rolling
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shutter technique in which successive groups of the
pixels in the array from a starting group of pixels to an
ending group of pixels are exposed and read out in
successive, overlapping time slots; and

subsequent to the starting group completing exposure
for the first image, and prior to the ending group
completing exposure for the first image, control the
array of pixels to begin capturing a second image at a
second exposure level different than the first exposure
level according to the rolling shutter technique,

wherein the controller is configured to allow each
respective group of pixels to complete capturing the
light corresponding to the first image prior to control-
ling that respective group of pixels to begin capturing
the light corresponding to the second image, and

wherein the amount of time that elapses from between
completion of readout of digital measurements corre-
sponding to the starting group for the first image to the
beginning of readout of digital measurements corre-
sponding to the starting group for second image is
greater than the amount of time that elapses from
between completing readout of the digital measure-
ments corresponding to the starting group for the first
image to substantially completing readout of digital
measurements for the entire first image.

11. An imaging device according to claim 10 wherein each
group of pixels corresponds to a single row of pixels.

12. An imaging device according to claim 10 wherein each
group of pixels corresponds to two rows of pixels.

13. A imaging device according to claim 10 wherein the
starting group of pixels includes a top-most row of pixels and
the ending group of pixels includes a bottom-most row of
pixels.

14. A imaging device according to claim 10 further com-
prising a memory device, the controller further configured to
store the first and second images for a plurality of the succes-
sive video frames in the memory device.

15. A imaging device according to claim 10 wherein read-
out of digital measurements corresponding to the ending
group for the second image in a current frame of the video
image data completes prior to beginning of readout of digital
measurements corresponding to the starting group for a first
image in a subsequent frame of the video image data.

16. A imaging device according to claim 15 wherein a first
exposure period corresponding to the first image is shorter
than a second exposure period corresponding to the second
image, the controller further configured to hold each respec-
tive group of pixels in an inactive state for a period of time
following readout of digital measurements corresponding to
the second image from that respective group.

17. A imaging device according to claim 10 wherein the
amount of time that elapses from between completion of
readout of digital measurements corresponding to the starting
group for the first image to the beginning of readout of digital
measurements corresponding to the starting group for second
image is greater than the amount of time that elapses from
between completing readout of the digital measurements cor-
responding to the starting group for the first image to com-
pleting readout of digital measurements corresponding to 100
percent of the groups of pixels for the first image.

18. A imaging device according to claim 10 wherein the
amount of time that elapses from between completion of
readout of digital measurements corresponding to the starting
group for the first image to the beginning of readout of digital
measurements corresponding to the starting group for second
image is greater than the amount of time that elapses from
between completing readout of the digital measurements cor-
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responding to the starting group for the first image to com- 20. A system configured to blend video image data com-
pleting readout of digital measurements corresponding to at prising:
least 90 percent of the groups of pixels for the first image. one or more hardware; processors configured to, for suc-
19. A method of blending video image data comprising: cessive frames of video image data:
for successive frames of video image data, 5 obtain first image data derived from digital measure-

obtaining first image data derived from digital measure- ments corresponding to a first image captured by a

ments corresponding to a first image captured by a digi-
tal image sensor at a first exposure level according to a
rolling shutter technique in which successive groups of

greater than the amount of time that elapsed from
between completing readout of the digital measure-
ments corresponding to the starting group for the first
image to substantially completing readout of digital
measurements for the entire first image.

digital image sensor at a first exposure level according
to a rolling shutter technique in which successive
groups of pixels of the image sensor are exposed and
read out in successive, overlapping time slots;

pixels of the image sensor are exposed and read out in 1o obtain second image data derived from digital measure-
successive, overlapping time slots; ments corresponding to a second image captured by
obtaining second image data derived from digital measure- the digital image sensor, Whereln the digital image
ments corresponding to a second image captured by the sensoi Calfngifg thetsiiondtfla%e T a second eIXPOi
digital image sensor, wherein the digital image sensor |, Zlclrceordei:ze © tlheerrglrllin 521111:1 ttereteclrlili i);pc\:vsllll:eirife
captured the second image at a second exposure level digital iﬁl aoe sensorg beoan ca turiqn ’the second
diff.erent than the ﬁI.'St exposure level e.lc.cor(.iing to the ; n;%a e subs ég ent to a stalf‘%tin rlc))u R Igthe ouns of
rolling shutter teghmque, Whereu} the digital image sen- pixe%s comp;leting exposure %0% thé) first i n%agepan d
sor l?egan capturing the second image subsequent toa prior to an ending group of the groups of pixels ’com-
starting group of the groups of pixels completing expo- ,, pleting exposure for the first image: and
sure for the first image, and prior to an ending group of ’
; ; : selectively combine the first image data and the second
Fhe groups of pixels completing exposure for the first image }(liata to create combinge d image data corre-
image; and . . .
sel.ectively combining the ﬁrs.t ime.lge data and the second wllsg:)rce):ilr?lélagc;oraescpoélclgiirz:egrlglll;gg} pixels to completed
;nm;%oe :itoanigi;r:(; tiilca?;:bmed image data correspond- 5 capturing the light corresponding to the first image
wherein each respective group of pixels to completed cap- gsoti]rtawﬁiz ﬂlliathiescpoiigsveoiiloizp Otg pg?iggfﬁg
turing the light corresponding to the first image prior to cap & d & P &
: : . image, an
when that respective group of pixels began capturing the Wherei%l the amount of time that elapsed from between
light corresponding to the second image, and A -
wh e%::li 1 the alin ou ntgof time that elap se:gd from betweer 30 completion of readout of digital measurements corre-
completion of readout of digital measurements corre- ZEO?I?SII% t%gﬁ;ﬁgﬁ?g Igfl?uﬁaﬁoggzs?lrr i:tnllrgriliectoortrli
spopdipg to the starting group for the first image to the spfn dinggto the starting g%oup for second image is
beginning of readout of digital measurements corre- reater than the amount of time fthat elapsed from
sponding to the starting group for second image is ;5 & P

between completing readout of the digital measure-
ments corresponding to the starting group for the first
image to substantially completing readout of digital
measurements for the entire first image.
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